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EXECUTIVE SUMMARY

The main purposef this document is to provide an overvi®ivthe initial prototypesf the ODIN core
enabling technologs for perception enabled reconfigurable resesrdn more detail, the following
technologies will be presented in this document:

1 Autonomous mobile manipulators (selection/design and customization) [Task 2.1]
1 Reconfigurable robot tooling [Task 2.2]
1 Robotic perception for the environment, processtamdan [Task 2.3]

This document describes basic aspects of the technologieshasesthe requirements coming from the use

case analysias presented in D1.1 adéscribes thaigh-level pipelines used for solving the challengéke

i ni ti al implroentatibrnyip@dininaryyw er si on of ODI N small scal e g
partners premises will be presented.

Finally, thenextsteps to integrate the designed solutions into the ow@EdN software systenare presented
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1. INTRODUCTION

Three differenpilots are considered in ODINamely a)Automotivepilot (STELLANTIS), Aeronautics pilot
(AEROTECNIQ, andc) White Goods pilotd/HEMEA). All ODIN pilots require advances and developitsen
of autonomous and mobile manipulators, reconfiglgratooling and modules for achieving
environment and process perception.

This deliverablepresentsthe results of the design angrototypical implementation of such
componentsut alsodescribes theinitial prototypeapplication in thelifferent ODIN pilotsup to M18
of the project

The developmentshich are presented in this documentarganized in three groups:

1 Autonomous mobile antbbotic manipulators. Sectighpresents an overviewf the current
progress in the selection, design and customization of the manipulators that will be used in the ODIN
pilots, with particular reference to their navigation skills.

1 Reconfgurablerobot tooling. SectioB provides an overview of theurrent status of the ODIN
reconfgurable robot tooling module and tHesign principles foODIN tools design and selection.

1 Robotics perception of thenvironment, process and hum&ection4 describes theesign
and prototypical implementations of the perception skills required in the ODIN pilot lines, including
e.g. object detection and pose estimation based on CAD models, ioljsection of Aeronautics
mechanical assemblies, and human motion detection.

The implementation and deployment of the hardware and software core enabling technologies is also
presented for each ODIN pilahé:

1 Automotive pilotin Section5,
1 Aeronautics pilotn Section6,
1 White Goods pilotin Section?.
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2. AUTONOMOUS MOBILE AND ROBOTIC MANIPULATORS

2.1.Overview

This sectionprovides an overview of the current developments in the selection, design and customization of
autonomous mobile manipulatdpsit alsorobotic manipulators that will be used in the ODIN pilots. The
requiredplatforms ihtegrationpereach ODIN pilot is pgsentedn sectionsb, 6, and?.

Theautonomous mobile and robotic manipulators that will be deployed to the ODIN pil bt dolowing

T COMAU mobile manipulator
1 AIC mobile manipulator
1 TECNALIA mobile manipulator

They will be individually described in the following sectiomsth particular reference to new developments
with respect to previous deliverable D1.3 AODI N h

Additionally, ashort overvew of safety functions for integration of mobile manipulatorgrésented in the
respective pilosectiors 5, 6, and7. These safety functions are aldetailly described in deliverable D5.1
iReport on the Risk Assessment performed in the d

2.2.COMAU mobile manipulator

The novel mobile platform prototypdyy COMAU is the result of two robotic resourées i nt engde byt i o n
COMAU itself namelythe Agile 1500 AGV and the Racer5 Cobot.

COMAU Racer5 CobotHigurel, left) is a small robotic arm with a payload of itok. It provides a reach of
0.8 m and an accuracy of 0.03 m@&OMAU Racer5 Cobots able to switch from collaborative to non
collaborativespeed during operation through thegsof asafe signal.

Figure 1: COMAU Racer5 Cobot (left) and Agile 1500 (right)

The COMAU Agile 1500(Figure 1, right) is an AGV able tomove freely ina closed spacasing natural
navigationtechnology based daser scannesensors The vehiclebds differential
stability and manoeuvrability. It is capable of transporting up to 1508 kf payload and can withstand a
maximum towing force of 2100 N.

More information about the single robotic resources, together with the specifatidmimensions, can be
retrievedi n Section 2.1.1 of D1. 3 nTaddldwingsaction wilhfocesom r ¢ h i
current status, developments arekt actions.

Development status
During the last month&<SOMAU efforts were focused omé desigring of the mechanical components and
electrical wirings, as well as the software integration between theotvatic resources
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Figure 2. COMAU Mobile Platform prototype

In more details,ite work carried outintil M18 of the projectan bebriefly summarizeds follows

Implementation of a secondary battery for the robotdasign of a custom doubtdarger
Connection of an additional inverter to power
Connection and programming of an additioBafe PLC to manage the additional safety components

as well as the switching of the collaborative to-goiiaborative modef the Cobot

Routing of all the hardware components to the
Implemenationof the connection between the Cobot and the AGV through@ainOs

Implementation of a collaborative gripper gmdgramming of a demo routifEigure3).

=A =4 =4 = =4 =9

Figure 3: COMAU Mobile Platform demo setup

The next actions that will allow the consolidation of this technoiogglve further testing, improved outer
chassis withfixtures for trays and additional tooling, as welltase development of a dedicated software
module for the external control of the platform.

-10-
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Software interfaces and developments

As mentioned in Section 2.1.1 of D1.3, t@mmunication witfRacer5 Cobois based o CP/IPthrough a
socketandPDL2 commandsThis is exploited by the COMAROS driver, a package that monitors both the
robot status in terms of pose and the task statwsder to maintain an updated knowledge of the system state.
Moreover, it waits for new motion commands coming from the Motion Handler and passes them to the robot.

The connectiof the mobile platfornwill not be established through a physiEsiherné port, but using the
Wifi module of the AGV The data will be routed to the correct IP address and this will allow the tise of
wireless infrastructure alreadyailablein the platform.

A similar approach to the Cobot will be exploitknt the control of the Agile 1508 ROS submodule is
under development and will be integrated in @@MAU-ROS driver.n this case, thenessages will not be
PDL2 commands, but-Byte messages that the €Lon board of the Agile will decode amdocess. This
approach is due to the hardware architecture of the Agile, which uses a Kollmorgen GGigcontroller
/ PLC to manage thieehaviour of the platform.

Has . 2 % | laGiLers Auto Curve Quad1_Normal_Forw: 4 | Activity Ch;
ook = a

(I
e

ST 201->charge 1500->pnt113
201ST 10->charge 2500->pnt85

<
\

W3 e
%45 346 34an3 7

LeeeUBeY

35"2‘3/ 143

PERE
(=

Figure 4: Kollmorgen's Layout Designer

The vehicle controller is programmed offline and storesrthp of the surroundings, the nodes and paths that
the vehicle will use to navigat€&igure4), all of which is programmed with the proprietary softwhaagout
Designer by KollmorgenThisdatac an be used by the ROS driver in
with target being the desired node number.ektract from th@reliminary list of messages that tA&V will

send and receive is shownRigure5.

Safety components of the mobile platform

As documentedbove, the safety of the mobile platform is ensured by the saférBtalledon board of the
Agile 1500, as well as the additional safe PLC that controls the collaborative-tmltetdorative switching
of the Cobot. The block diagram of the safety systepndsentedn Figure6.

-11-
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Parameter Parameter Path Datatype
BatterySoC NDC8.UserDefined.BatterySoC DINT
DestPoint NDC8.Automatic.DestPoint DINT
Point NDC8.LayoutPosition.Point DINT
Segment NDC8.LayoutPosition.Segment DINT
X NDC8.Position.x DINT
Y NDC8.Position.Y DINT
Ang le NDC8.Position.Angle DINT
MotorS peed NDCB.ACS_5.MotorSpeed INT
DriveEncSpeed NDC8.ACS_5.DriveEncSpeed INT
Moving NDC8.VehicleControl.Moving BOOL
CurvatureLimit 1I:.IDCE!.TurnSigr'nal.Cur\.'atureLimi DINT
Rl'g htTurn NDC8.TurnSignal.RightTurn BOOL
RightTurnDistance :IE;S.TumSignal.RightTurnDist DINT

Rig htTurnCurvature NDC8.TurnSignal .RightTurnCury DINT

ature
LeftTurn NDC8.TurnSignal.LeftTurn BOOL
LeftTurnDistance NDC8.TurnSignal.LeftTurnDista DINT
nce

LeftTurnCurvature NDC8.TurnSignal.LeftTurnCurva DINT
ture

DestPoint NDC8.LocalOrder.DestPoint DINT
Figure 5: Some messages to be exchanged with the AGV
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Figure 6: Block diagram of the mobile datform hardware components
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2.3.AIC mobile manipulator

The mobile manipulatoof AIC integrates the advantages of a robot aamautomated guided vehicle and
other smart capabilities. ®platform (igure?) has alreadpeen presented deliverable D1.3 and provides
the following benefits:

Eliminates Damage to Structures and Product.

Increased Workplace Safety.

Less Expensive than Fixed Automation Systems.

Reduced Utility Costs.

Increased Inventory Efficiency and Decreased Human Error.
Reduced Labor Costs.

=4 =4 =8 -8 -8 -9

This platform will be deployed in thautomotivesetupat the Automotive Smart Factory (ASF). The ASF is a
Competence Center specialized in advanced faanuing, providing integral services for the implementation

of Industry 4.0. The ASF has a combination of physical and virtual capabilities which makes it ideal for
analysing the benefits of these technological advances. Specific technological tdgics phgsically tackled

in the ASF include data mining, equipment and process monitoring, assets smart management, machine to
machine communication, process simulation and control systems, digital quality managemenmiachiaa
interactions and new mafacturing training methods.

\’[

Figure 7: AIC mobile manipulator

The safety features of the AIC mobile platform are showRigure 8 andTable1. The safety of the area
around the AGYV is fully guaranteed by the 6 lasmmnesensorsFour scanners are located on the underside,
controlling the perimeter area, while the remaining two laser scanners ensuredpatators are locatexh

top of the AGV. These two laser scanners are also used for lateral movement.
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In addition to the safety features provided by the laser scanner so that the AGV
stops moving if it detects an obstacle, the system is protected by three emergency
stop buttons (two on the sides and one at the front), stopping completely if any of
them is pressed.

i < --

A\ . 3

: Safety laser scanners

Laser scanner of the left side of the AGV Laser scanner of the backside of the AGV S300 Professional / Sensor without K

. z system plug 2 X
Type:S30B-3011DA AR § 25

- -

Figure 8: AIC mobile manipulator i Laser scanners

All hardwareinstalledon the AIC platform is ROS compatibl@llowing the integration of all technologies
developed withirODIN.

Table 1. AIC mobile manipulator i Safety parameters

Features
Model Sensor without system plug
Application Indoor
Protective field range 3m
Warning field range 8 m (at15% reflectivity)
Distance measuring range 30m
Type of field set Triple field sets
Number of field set 8
Number of fields 24
Number of monitoring cases 329
Scanning angle 270°
Resolution (can be configured) 30 mm, 40 mm, 50 mm, 70 mm, 150
Angular resolution 0.5°
Response time 80 m®
Protective field supplement 100 mm
Number of multiplesamplings 2 é 16, configura
Delay of automatic reset 2 s é 60 s, confi

Safety-related parameters

Type Type 3 (IEC 61496)
Safety integrity level SIL2 (IEC 61508)

SILCL2 (EN62061)
Category Category 3 (EN ISO 13849)
Performance level PL d(EN ISO 13849)

PFH, (mean probability of ¢ 8.0 x 10°(EN ISO 13849)
dangerous failure per hour)
Twm (Mission time) 20 years (EN ISO 13849)

Safe state in the event of a fault At least one OSSD in the OFF state
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2.4. TECNALIA mobile manipulator

The TECNALIA platform is a mobile manipulatantegratng two KUKA LBR iiwa robots[1]. The main
advantages of the system #ne following

91 Fully integrated hardwarsoftware of robot arms and base
1 Easy to use by means of ROS framework
I Omnidirectional base and considerable speed

Figure 9: TECNALIA mobile manipulato

The mobile platform is equipped with 4x 1000W brushklenecanum wheels providing omnidirectional

mobility. It provides 500 kg of payload arslable tomove safely at 1 m/s speed. With the equipped batteries
it has an autonomy arouneBgours

Regarding the manipulators, there are two KUKA LBR iiwa 7 R80d@sanounted on top of the platform.

Each manipulator has an 800 mm of maximum reach, 7 DOF and 7 kg of payload. For more details about the
dimensions, capabilities, applied standards, and safety system architecture, please refer to Section 2.1.3 of

D1.3.

Figure 10: Mobile manipulator with the LIDAR mounted in a mast for Fan Cowl (FC) transportation
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All the hardware of the platform is ROS compatible, thus, open enough for integrating the technology
developed in the ODIN projectask 2.1 of WP2 includes the development of 3D navigation technology,
mainly for application in the Aeronautics Piloadditionally, he same navigatioapproachwill also be
deployed to the Automotive Pilaperation 2A LIDAR sensomwill be addean the mobile platformfor the

3D navigation As presentedn Figure 10, due to requirements of the Fan Cowl transportation operation, the
LIDAR must be installed on top of a mast in order to avoid interferences with the transported part.
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3. RECONFIGURABLE ROBOT TOO LING

3.1.0verview

This section of the deliverable provides an overview of the current status of ODIN reconfigurable robot tooling
module until M18 of the project. Additionally, the design principles for ODIN tools designing and selection
arepresented in this section of the document. The tools selected to be used in each pilot of ODIN for required
robot tasksod6 execution wi5/6landhe presented in detai

3.2.Design principlesfor reconfigurable tooling prototypes

ODIN pilot cases inviwe the execution of human and robot tasks in HuRahot Collaborative environments

for different productsod assembly. Robots are abl e
weight and material thanks to reconfigurable tools. These t@lebeen designethking into consideration

the following principles

1 Grasping/locking of the required parts during manipulation

This aspect is centralized in the fpiloof grasping of the parts in order to ensure their safe manipulation by

the robots involved in the ODIN pilot cases. The grasping/locking of parts depends on different characteristics,
such as t he peamndtedgefRegaringhd automosivk pilot grippers, mechanical connection

parts such as steel pins have been selected and designed in order to sustain the required heavy loads
Furthermore the grasping points on the manipulated parts have been sedectkey can also sustain the
required | oads without interfering with the partod
are involved for manipulation and thus different type of tools (magnetic, vacuum and flexible) have been
selectechnd designed. In the case of lighter parts (e.g. knobs, cardboards), no threat to the human operator is
expected from the parts themselves. However, in the case of heavier parts (e.g. transformers and cooktops) a
permanent magnet has been investigatedgakto consideration safety aspects.

1 Ensure safety during Hum&Robot coexistence and/or collaboration

This principle is focused on the deployment of tools that are safe and appropriate for human robot collaborative

applications. T oety elurisguhunean rolgptecollaboratiors the issilfation of pressure
sensitive sensors peripherical to toolsé body hayv
pilot case. Furthermore, plastic covers with no sharp edges have been desiggmde tools of the white
goods pilot. Finally, toolsé flanges and parts of

been designed in order to avoid sharp edges.
T Versatility in terms of partsdé manipul ati on

Tools versatility is consided as the ability to grasp different components with small or no modification effort
by the operator. This functionality is achieved thanks to the physical properties of the tools and the grasping
mechanisms used (mechanical, electromagnetic and pneurivaire) specifically:

- The automotive pilotds motor gripper achieves
grippero6s pins. This can be exploited in order
end user.

- Thewhitegoodpi | ot 6s magneti c gripper achieves verseé
have a ferromagnetic surface.

- The white goods pilotds flexible gripper achi
parts with different geometric charagstics.

- The white goods pilotds vacuum gri ppdérsurfacehi ev e

parts (e.g. sheets, bo}esgith various surface sizes due to its adjustable length.
1 Easy tool exchange and integration in a robotic cell

The robotic cells involved in ODIN can easily accommodate/integrate more robot tools if needed through the
use of tool stands as presented in Se&iBand7.2 Furthermore, tool changing systems have been introduced
based either on compressed air supply or mechanical solutions in ordasitp change endffectors
depending on the needs of the pildtgy(rel1).
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Figure 11: Automated tool change solutions a) WINGMAN[25], b) SCHUNK SWK-110[26]

 Easy programming in terms of control

The control of ODIN tools is based on Programmable Logic Controllers (PltGajety reconfigurable relays

The PLC systems provide the control signals, for enabling the robot grippers and grasping the required parts.
Also, they provide direct connection to the safety electro valves. PLC logic is reprogrammable to accommodate
possi bl e changes in the tooling actuators or even

Figure 12: Safety control solutions a) Safety PLC, b) Safety reconfigurable relay

Further details regarding ODIN reconfigurable tools characteristics and designs per each pilot are presented in
Sections, 6 and7.
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4. ROBOTIC PERCEPTION OF THE ENVIRONMENT , PROCESS ANDHUMAN

4.1.Overview

All three ODIN Pilot Lines (Automotive, Aeronautic, and White Goods) require advanced perception
capabilitiesf or di fferent tasksd® execution butThiadedian t o €
describes the design and protatgh implementations of the perception skills requinedhiese Pilot Lines,
including:

1 Objectdetection and pose estimation based on CAD mpdels

1 Quality checks

9 Perception for screwing while moving operations

9 Object inspection of Aeronautiosechanical assemblies

1 Human body skeleton and human motion detection

1 Human detection and object localization

These atomic perception modules are currently under developmerdsahe integration process moves
forward, their behaviour, architecture and interfaces might be adjusted to better suit the needs of the respective
ODIN Pilots. The hardware components, including sensing devices, referenced sactiomhave been
intoduced in the previous deliverable D1.3 AODIN har

The integration of the perception modules in each ODIN Pilot Line is presented in the respectsezipint

of this documentAdditionally, a short overview of safety funati® for robotic perception is presented in each

pil ot section. These safety functions are also d
Assessment performed in the design phase of the O

4.2.0bject pose estimation using CAD mdels

One of the perception skills required in all three ODIN Pilot Lines is the localization and 3D pose estimation
of known parts and components in sestructured shofioors.

The base software used for solving this task is the CADMatch mf&@]uldg Roboception. This software relies
on an objectdés CAD data and enables robotic syste
i ndependent of thentaidj ectds position and or

The architecture overview is shownhigure 13. The input to the detection pipeline is a stereo image pair
(rectified left and right imags), together with disparity, disparity error and disparity confidence images.

Additionally, the CAD model of the part toe deteced is required. This has to be as accurate as possible
(ideally submillimeter precision) in order to achieved good detectioouracies. The CAD model is converted
into a secalled template file which contains all data required for detecting the part.

rc_visard rc_cube INDUSTRIAL EDGE Computer
_ " » UserSpace DOCKER
. J l q -
o% N~ = Motion Planning
- \ J POSE S
\\///// -1 i
Quality Inspection
BaslerBlaze  —
rc_reason
CADMatch g
DATA Application
IMAGE _| R
POINTCLOUD )
MESH
C
rc_viscore .
Other 1

Sensors

Figure 13: Architecture overview of the CADMatch software deployment
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A detection request to theystem needs to provide the ID (name) of the part to detect. The provided output
includes a list of detected objects (matches) and optionally a list of coflisieryraspsThose grasps can be
taught via an intuitive Web GUI interfacEi§ure14).

Figure 14: Grasp teaching Web interface (motor object from the Automotive Pilot)
The object detection is a twsiage process-{gurel15) consisting of:

91 A prior estimation step, whictomputes an object pose prior based on the appearance of the object in
the camera images using a deep learning approach

1 A pose refinement step, which refines the prior pose by using the 3D point cloud and edges in the
camera image.

The first stage leverag machine learning to generalize and make the detection robust againstasgonse

of parts and lightning conditions (e.g. shidpor environments with artificial illumination and/or direct
sunlight). On the other hand, the localizatmacision from the first stage is not accurate enough picking and
placing of parts. The required precision is achieved with the second stage, which combines 3D and 2D data.
The pose refinement pipeline (second stage) has been already successtlilyhe THOMAS EU project

[3].

Figure 15: Stages in the CADMatch object detection pipeline: input image (leftetected pose priors
(center), detected objects after pose refinement (right)

One of the main drawbacks of datdaven approach is the need for annotated training images. The training
pipeline for the first detection stage runs entirely on simulation immagel does not require any manual
labelling. These images are generated in a photorealistic simulation enviroRigarg16). Since the salient

featue for detection is the object geometry rather than its appearance, the simulation uses a large material
library that makes the trained model independent of the objeatraelspons in the camera image.
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Figure 16: Sample training images generated in a photorealistic simulation environment
The simulation images are also used to estimate the achievable detection accuracy for &adigadlit,the

simulation provides left and right images, which are fed to the steadching algorithm, to produce a realistic
3D point cloud.

Figure 17: Simulation left and right stereo image pairs and reconstructed realistic point clod

A sample detection result in the generated 3D point cloud from a simulation dataset is shigwreib8.

Figure 18: 3D visualization of the detection result in a simulation dataset (knob object from the White
Goods Pilot).

The integration in the ODIN Pilot Lines also involves skills for context awareness (environment perception),
such as uing context information foobject detection.

The software has been extended to use two different types of context information:

9 Visual fiducials/markers (AprilTaggd]) for helping in the localization of regions of interest within
the shopfloor. These AprilTags can be strategically located in the dlomp or in the macimes
involved in the processes.

1 Pose priors configured by the user as an indicative position and orientation for the object to detect. At
detection time, these pose priors are then aligned to the actual object pose. This feature is
recommended for applications where the object locatiapgsoximately known. Since the software
does not need to search for objects in the whole image, the processing time is significantly reduced
when pose priors are enabled.
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